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We have studied the microscopic solvation structure of@o liquid water by means of density functional
theory (DFT)-based CatParrinello molecular dynamics (CPMD) simulations and extended X-ray absorption
fine structure (EXAFS) data analysis. The effect of the number of explicit water molecules in the simulation
box on the first and second hydration shell structures has been considered. Classical molecular dynamics
simulations, using an effective two-body potential fo?Cewater interactions, were also performed to show

box size effects in a larger range. We have found that the number of explicit solvent molecules has a marginal
role on the first solvation shell structural parameters, whereas larger boxes may be necessary to provide a
better description of the second solvation shell. €Rarrinello simulations were determined to provide a
reliable description of structural and dynamical properties ¢f@oliquid water. In particular, they seem to
describe both the first and second hydration shells correctly. The EXAFS signal was reconstructed from
Car—Parrinello simulations. Good agreement between the theoretical and experimental signals was observed,
thus strengthening the microscopic picture of the*'Csolvation properties obtained using first-principle
simulations.

1. Introduction understanding of interactions, not only with the solvent but also
with other coordinating molecules.

Knowledge of the hydration structure of transition-metal ions - |assical potential limitations can be circumvented by

in aqueous solution is of fundamental importance to understandperforming electronic structure calculations. Among these

their solvation properties and chemical reactivi;ies. A large methods, CarParrinello molecular dynamics (CPMD) simula-
number of studies have been performed on this topic, both tions—pased on density functional theory (DFTrovide such
experimentally2 and theoretically:> From the theoretical point 5 theoretical framework; this methodology has become very
of view, molecular dynamics (MD) and Monte Carlo simulations popular in the past 10 years. These simulations can be applied
are the preferential modeling techniques to provide a micro- i, gasi®-18 |iquid, 192 and solid223 phases.

scopic picture of ionic solutions. Because of their relatively low CPMD simulations have been reported in the literature for
computational cost, classical MD simulations have been usedgg,aral metal ions in aqueous solution, namely&iBe* 25
intensively in the past yeafs12 Recently, effective iorwater Nat,26-28 Mg2+ 29 A|3+30 K+ 31 Cg2t 32 Fet 33,34 Cu2+,35
two-body classical potentials have been developed, starting from Ag+,27 Fet 36 O3t 37 and CG*+ 38 with varyin,g degreeé of
quantum mechanical ab initio calculations in which the many- g\ccess cPMD simulations of anions and neutral metal atoms
body ion-water terms are accounted for by the polarizable i, so|ytion have also been published, such as, for example, the
continuum modet>"1> However, all the classical MD methods  gy,qy of bromide ion solvation reported by Raugei and Kfin
suffer the limitation of transferability, because a given potential 5,4 the neutral silver dipolar atom in water reported by Spezia
cannot be used to describe different me&dlvent interactions 4 540

or weakly binding interactions of the metal with other ligand X-ray absorption spectroscopy (XAS) is a very powerful
.mmeméle? tha’i can _tt)_e presetntlln _solutlcl)nt._ln cht, a_macjjor 'tm?r:eSttechnique to shed light onto the hydration structure of metal
In-modeling transition metals in solution 1S aimed at e aionstt and, in particular, to investigate the short-range
environment around selected atomic species in condensed
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proven to provide structural information on the first hydration (section 3.2). The behavior of first and second hydration shells
shell of ionic solutions, which is not possible with other is discussed in section 4.1 and 4.2, respectively. Finally, in
experimental techniqués?~44 The XAS chemical selectivity ~ section 5, we summarize our work and draw some conclusions.
is of particular interest, because it allows one to examine

complex systems (those containing a large number of atoms)2. Methods
and diluted samples. For such systems, it appears that, very 21 Care
often, XAS is the only structural tool that can be profitably used. -
Moreover, whereas pair distribution functions can also be
obtained by diffraction techniques, EXAFS spectroscopy offers
a unique opportunity to determine higher-order correlation
functions that describe the iersolvent associations that exist
in solution#24345Recent investigations conducted on aqueous
solutions of 3d metal ions have shown that the EXAFS technique
can be used to assess the reliability of structural results obtaine
from computer simulation® The combination of MD simula-
tions and EXAFS spectroscopy is a well-known performing
“tandem” technique to unravel the structure of ionic solutions,
especially for metal cations in a disordered environniért.*
Reconstruction of the EXAFS signal using computer simulations
is generally performed from classical MD ddtaTo the best

of our knowledge, only one BorrOppenheimer ab initio MD
study of liquid Ingo-xSe& alloys has been reported in the

Parrinello Molecular Dynamics (CPMD). We
performed CPMD simulatioi%52of the C&* ion immersed in
liquid water. Two cubic boxes of different dimensions were
considered, consisting of 32 (cubic edge of 9.87 A) and 64
(cubic edge of 12.42 A) water molecules, respectively. The box
dimension is chosen to reproduce the water density at 300 K.
Periodic boundary conditions were applied. The electronic
tructure of the valence electrons was described by DFT using
he BLYP functional35* within the local spin density (LSD)
representation. The €bion was considered in a quartet state,
corresponding to the experimental spin statand to previous
calculations within the framework of a continuum description
of the solvent® The valence electron wave function was
expanded in plane waves with an energy cutoff of 90 Ry. This
relatively high value is needed to ensure energy convergence,
as we have recently reportétiNote that this requirement makes
literature?® to reconstruct the EXAFS signal using the multiple- gg:npc):apr:\gc?n ?g I(():;Jr:ztrlzirlns]urlv;(;roensc g;nrﬁgglggg (lnlzsei)ript?ur}ilﬁ{tgr],

scattering (MS) theory. ) _ where the plane wave cutoff used was slightly lower (in the
In the present work, we report a direct comparison between range of 66-80 Ry)3638

Car—Parrinello molecular dynamics (CPMD) simulations and Medium soft norm-conserving pseudopotentials of the Trouil-
EXAFS, based on the reconstruction of the experimental signal jjar—Martins typé® were used. Standard TrouillieMartins

using MS theory. To the best of our knowledge, this is the first hseydopotentials of O and H atoms were used, as in several
time that such a comparison is made to understand the hydrationcg—parrinello studies. The electronic structure of2€ds
structure of ions in solution. The EXAFS theoretical signal was [Ar]3d74<. Thus, as reported by Rovira et%land by some of
calculated using the two-body and three-body distribution ysi7 the adopted cobalt pseudopotential retains only the 3d
functions obtained from CPMD simulations, and it was com- and 4§ electronic levels as valence states. Other details on the
pared to the experimental data without any fitting procedure. c2+ pseudopotential parameters and their validation have been
This CPMD-EXAFS combined approach has been applied to reported elsewheré.Energy expectations were calculated in
the Study of the C& hydration structure to assess the rellablllty reciproca| space using the K|einrn.aBy|ander transformatiopf
of our Computational scheme. Understanding cobalt behaViorWe also app“ed nonlinear core Correcﬁ%(with a Core_charge
in agueous solution is an important theoretical question that is radius of 1.2 au) which partially accounts for the nonlinearity
related to its toxicological activity. This metal, which is needed in the exchange.corre|ation potentiaL This is especia"y recom-
at trace level in organisms for the bio-synthesis of vitamin B12, mended for transition metals.
is a typical polluting agent issued from several industrial  All Car—Parrinello simulations were conducted with the
processes. It is also an important radioactive contaminating program package CPM® in the NVE ensemble. Initial
species, especially th&Co isotope. Thus, we have begun configurations were obtained from 2 ps equilibrated CLMD of
combined theoretical and experimental studies of cobalt proper-the solute-solvent system (see next subsection for details). The
ties in biologically and environmentally relevant systeffi&. system was subsequently equilibrated via 1 ps CPMD with initial
As a result of our previous theoretical efforts, we have vyelocities obtained from a Maxwell distribution centered on 300
demonstrated the validity of o pseudo-potential and Car K. Car—Parrinello data were then collected over 5 ps of
Parrinello setup in describing Geysteine, Ce-gluthation and  simulation runs, without control of the temperature. The average
Co—water interactions in the gas phasén regard to the C&f temperature was 293 10 K. We used a relatively small
hydration structure, here, we report a study aimed at assessingictitious electron mass of 400 au to improve the bulk water
the reliability of CPMD simulations in reproducing EXAFS data  description, as recently suggested by Galli étai.their studies
for Co?* in liquid water. Recent experimental EXAFS studies of pure liquid water. Moreover, as previously done by some of
were performed by some of 68An effective two-body classical  usl7 we used a time step of 4 au (0.097 fs), which is smaller,
Co**—water potential was develop€do study Cé" solvation. with respect to other CPMD simulations of metal cations in
Moreover, a quantum mechanics/molecular mechanics (QM/ liquid water.
MM) MD study of aqueous C8 was recently presented by The two sets of CPMD simulations, using 32 and 64 water
Rode’s group, which provided another independent benchmarkmolecules in the simulation box (with periodic boundary
for our study?® conditions), will be referenced hereafter as CPMD-32 and
The outline of the reminder of the text is as follows. In CPMD-64, respectively. We also will be using our gas-phase
sections 2.1 and 2.2, we describe the -GRarrinello and dynamical structure of a [Co@®)e]2" cluster from our previous
classical MD setups, respectively, whereas in section 2.3, we Car—Parrinello simulation data of ref 17. It will be referenced
present the EXAFS measurements and data analysis detailshereafter as CPMD-6.
Results are presented in section 3, divided into solvation 2.2. Classical Molecular Dynamics (CLMD).CLMD of
structure description (section 3.1), and reconstruction of the Co?" in aqueous solution were performed using boxes with an
EXAFS signal from MD data compared with experiments increasing number of water molecules. We used 32, 64, 216,
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and 1000 water molecules in the NVE ensemble, applying
periodic boundary conditions to simulate bulk systems. Long-
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complexes, at variance with alkaline and alkaline-earth ions,
which have highly diffuse and poorly defined hydration spheres.

range interactions were treated using the Ewald summationy(k) theoretical signals can be calculated by introducing into

method®? The system was equilibrated at 300 K for 2 ps.

eq 2 the model radial distribution functions (RDFs) obtained

Production runs were subsequently collected for 1 ns. Newton’s from CLMD or CPMD simulations. Both the CeO and Co-H

equations of motion were solved numerically with the velocity
Verlet algorithm, using a time step of 1 fs. Dynamics were
performed with our own developed co#feThe SPC/E water
model was useft! and C8+—water interaction energies were
evaluated using the effective two-body potential recently

proposed by Chillemi et al3
+—+— 4+ —+——| + Egg I
6 8 12

- Z Feo )

wherel runs over O and H atoms, whereas the exponential
contribution is added only for oxygen. Parameters were fitted
to the C@*—water ab initio potential energy surface, where the
many-body ior-water terms were taken into account by means
of the conductor-like polarizable potential metf®as presented

in ref 13.

In the following discussion, we will refer to the 32-, 64, 216-,
and 1000-molecule classical simulations as CLMD-32, CLMD-
64, CLMD-216, and CLMD-1000, respectively. We recall that
Chillemi et al!® have performed CLMD simulations of €o
in a box of 819 water molecules, using the same force field, in
the NVT ensemble, using a cutoff for treating long-range
interactions. In the following discussion, we will refer to this
simulation as CLMD-819.

2.3. Extended X-ray Absorption Fine Structure (EXAFS)
Measurements and Data Analysis2.3.1. EXAFS Measure-
ments.A 0.2 M Cc" aqueous solution was obtained by
dissolving the appropriate amount of Co(jJoin freshly
distilled water that was acidified to pH2.5 by adding HNG.

The EXAFS spectrum at the Co K-edge was recorded in
transmission mode, using the EMBL spectrometer at DESY.

Acodi A B, G D,

r
Col fca fca  Tca

Measurements were performed at room temperature with a

Si(220) double-crystal monochromator and 50 % harmonic
rejection achieved by slightly detuning the two crystals from

g(r) distributions obtained from the simulations have been used
to calculate the single scattering first shgl) theoretical signal,
because the ionAhydrogen interactions have been determined
to provide a detectable contribution to the EXAFS spectra of
transition-metal ions in agueous solutidfidloreover, we have
included the three-body contributions within the first hydration
shell. The strongest MS signals are generated by the three linear
O—Co—0 scattering paths in the octahedral hydration complex.
Therefore, we have also considered the contributions associated
with the g(ry,r,,0) distributions obtained from CPMD simula-
tions. The orientation of water molecules in the first coordination
shells has been obtained from the analysis of theCo—O
triangular configurations that show well-defined peak® at

90° andf = 180, in agreement with the expected octahedral
coordination of this ion. Comparison of the theoretical and
experimental totay (k) signals allows the reliability of thg(r)
distributions and, consequently, that of the theoretical scheme
used in the simulations, to be checked.

The EXAFS theoretical signals associated with all the two-
and three-body distributions have been calculated by means of
the GNXAS program, and a thorough description of the
theoretical framework for the multiple scattering analysis can
be found in ref 69. Phase shifta(k,r), and¢(k,r), have been
calculated starting from one of the CLMD-819 configurations
as previously reportetf, using muffin-tin potentials and ad-
vanced models for the exchange-correlation self-energy (Hedin
Lundgvist)’® The values of the muffin-tin radii are 0.2, 0.9,
and 1.2 A for hydrogen, oxygen, and cobalt, respectively.
Inelastic losses of the photoelectron in the final state have been
intrinsically accounted for by complex potential. The imaginary
part also includes a constant factor accounting for the core-
hole width (1.33 eV)}

It is well-known that the atomic background of several
elements contains important contributions associated with the
opening of multielectron excitation channels. Here, the back-

parallel alignment’ Three spectra were recorded and averaged 9round function used to extract thek) experimental signals

after performing an absolute energy calibratthe DORIS
Il storage ring was running at an energy of 4.4 GeV with

has been modeled by means of step-shaped functions accounting
for the 1s 3p and 1s 3s double-electron resonances. The energy

positron currents between 70 mA and 40 mA. The solution was onsets and the intensities of these channels were taken from

kept in a cell with Kapton film windows and a Teflon spacer
of 1 mm.

2.3.2. Data AnalysisThe relation between the EXAFgK)
signal and the local structure, defined through tibody
distribution functions, contains the integrals of the two-atom
(y®@), three-atom®)), andn-atom ¢™) signals, which can be
calculated using the multiple-scattering (MS) the®fyln
“conventional” EXAFS data analysis of disordered systems, only
two-body distributions are considered, and #(&) signal is
represented by the equation

2(K) = fow Apr’g(nAk,r) sin[2kr + ¢(kn] dr  (2)
whereA(k,r) and¢(k,r) are the amplitude and phase functions,
respectively, ang is the density of the scattering atoms. Recent
investigations have shown that MS effects within the first

previous determinatiorf$:"2The S? parameter, which accounts
for an overall intensity rescaling, anfl, which aligns the
experimental and theoretical energy scales were taken from the
analysis reported in ref 46.

3. Results

3.1. Solvation Structure.The C&* ion in aqueous solution
is well-known to be coordinated by six water moleclieand
this hexa-coordinated structure is observed in all our simulations
(both classical and DFT-based). A typical octahedral-like
arrangement of water molecules in the?Céirst hydration shell
is shown in Figure 1.

Structural arrangements of water molecules arourtt Gee
investigated by computing GO and Ce-H RDFs, and the
results are collected in Figure 2 for CPMD-32, CPMD-64,
CLMD-32, CLMD-64, CLMD-216, and CLMD-1000. In the

hydration shell must be accounted for to perform an accurate same figure, we show the €® and Ce-H first shell RDFs

analysis of the EXAFS spectra of transition-metal ions in
aqueous solutiof&46MS contributions are detectable for €o

obtained from the EXAFS analysis, with associated error #ars.
Structural characterization of the first hydration shell is com-

because 3d transition-metal ions form very stable octahedralpleted by G-Co—O angle distribution (see Figure 3). The
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Structural analysis is completed by examining the water
molecules in the second hydration shell. In Figure 4, we show
the number of water molecules in the second hydration shell
(CN2), as obtained via CPMD and CLMD with increasing box
sizes. The CPMD simulations with the small box (32 water
molecules) clearly show that the second hydration shell is not
sufficiently well-described with this small box and small number
of water molecules, and that a larger box is necessary to obtain
a better behaved distribution. In CLMD, we always obtain well-
behaved (unimodal) and well-defined peaked distributions,
probably because of the conjunction of the larger number of
water molecules in the box and of the larger simulation time
scales. We note that a more complete statistical sampling is
useful to improve the second shell description, even with a small
box size.

In CPMD-64 simulations, the most probable number of water
molecules in the second hydration shell is 12, whereas in CLMD
simulations, this probability function is centered at 11 water
molecules; with large values of the probability also for CN2
12, but always smaller than for CN2 11, as shown in the
same figure (Figure 4). The mean coordination numbers, which
are shown in Table 1, are, thus, on average, 12.5 for CPMD-64
and~11 for all CLMD.

3.2. EXAFS Signal from Car—Parrinello Dynamics. As
shown in the previous section, the CPMD-32 and CPMD-64
simulations present only slight differences in the shape and
position of the Ce-water first shell RDFs. In both cases, the
second hydration shell is characterized through the-Go 0O first peak distances are slightly longer, in comparison

Jo the EXAFS experimental determination. Moreover, the mean-

second peak distances and the number of water molecule C > )
located on average in the second solvation shell. All these dataSduare variation factorsf) and the asymmetry of the first shell

are summarized in Table 1 together with previous theoretical P&k obtained from the CPMD simulations are slightly too large.
results!3 50 It is well-known that EXAFS investigations on ionic solutions
The most evident feature in the €® g(r) global behavior can prov_lde not _onIy rellablg short-range structural properties
is that Car-Parrinello RDFs are less sharp than experimental PUt @lso information on the ligand exchange process in the first
functions, while their classical analogues are sharper (see FigurdlYdration shell. Sham was the first to note that the ligand-
2). This last feature was also found in previously reported exchange rate constant in a water solution of 3d metal ions is
CLMD.13 closely related to the EXAFS Deby#Valler factor’®> More
Differences between CPMD and the experimental data can "€cently, Miyanaga et dF. showed that thes* values do not
be quantified by fitting they(r) first peaks with a typical gamma re_flect the real_ ligand exch_ange but rather the strength _and
asymmetric distribution (see Appendix for details, and Table stlffness_ of the ion-oxygen flr_st shell bond. Ther_efore,_the first
2). Note that theRy values reported in Table 2 are the average conclusion that can be drawn is that the CPMD simulations does

distances of the obtained distributions that are shifted toward N0t reproduce the kinetic stability of the [Cof®l)e]** complex
larger values, with respect to the maximum of tg@) very accurately. Thl_s can be due to_both t_he short 5|mulgt|on
distributions of Table 1, which is due to the asymmetry of the time and the_ theoretical mod_el used (in particular, the functional
distributions. CPMD simulations slightly overestimate the ©F the atomic pseudopotential).
position of the first Ce-O peak (2.15 A in CPMD-32 and These discrepancies notwithstanding, direct comparison of
2.14 A in CPMD-64) in comparison to experiments (2.09 A), the CPMD results with the EXAFS experimental data allows a
even if a very small improvement R, is obtained by using a  better understanding of the accuracy of the simulatigils.
larger simulation box. Shorter distances and broader distri- theoretical signals have been calculated using eq 2, starting from
butions are obtained from CPMD for €¢1 distributions. the CPMD-32 and CPMD-64 CeO and Co-H g(r) distribu-
Anyway, these differences, are always very small and of the tions. The linear and rectangular@o—0 three-body contribu-
same order of magnitude of what has been found from tions have been calculated using the angle values obtained from
distribution peak analysis by other authors, using different the analysis of the CPMD angular distribution. The average
simulation method3? angle values and angle variances? were determined to

In Figure 3, we show the distribution of-@Co—0O angles, be 170 and 12, and 178 and 12 for the CPMD-32 and
taking into account the first hydration shell water molecules, CPMD-64 simulations, respectively. The structural parameters
as obtained from CarParrinello simulations (CPMD-32 and  derived from the CPMD simulations were kept fixed during
CPMD-64). In both cases, we found two peaks{&0° and the EXAFS analysis. In this way, the first hydration shell
~180), corresponding to an octahedral structure (in particular, structure obtained from the simulations can be directly compared
89° and 170 for CPMD-32 and 90 and 175 for CPMD-64). with experimental data and the validity of the theoretical
Note that the 64-water-molecule simulation provides two peaks framework used in the simulations can be assessed. In the upper
closer to the ideal values, probably because of the betterpanels of Figure 5, the comparison between the EXAFS
description of outer hydration shells, which, consequently, experimental signal and the theoretical curves calculated using
provides a finest description of the first hydration shell structure. the CPMD-32 and CPMD-64¢(r) distributions (the left and right

Figure 1. CPMD-64 snapshot showing a [Cof®l¢]?" octahedral
structure immersed in water.
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Figure 2. Co-O (thick lines) and CeH (dashed lines) radial distribution functions (RDFs) obtained from different MD simulations: CPMD-32,
CPMD-64, CLMD-32, CLMD-64, CLMD-216, and CLMD-1000. (See text for explanation of the abbreviations.) Experirgéiteistribution
evaluated for the first shell from EXAFS measureméndse also reported, with associated errors, for comparison.
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Figure 3. O—Co—O angle distributions obtained from CPMD-32
(dotted line) and CPMD-64 (solid line) simulations.
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panels, respectively) is reported. Thé) signals are shown
multiplied by k? for better visualization. The first four curves
from the top of each panel are the €0 and Ce-H first shell

The Fourier transform (FT) moduli of the EXAFZK)K?
theoretical, experimental, and residual signals are shown in the
lower panels of Figure 5. The FTs have been calculated in the
k-range of 2.+13.5 A1 with no phase shift correction applied.
The FT spectra show a prominent first shell peak, which is
mainly due to the CeO first shell distance. Nevertheless, the
Co—H FT peaks are located at 2.4 A, which creates a shoulder
on the first peak. The very good agreement between the FTs of
the theoretical and experimental signals again proves the
reliability of the theoretical simulations.

4, Discussion

4.1. First Hydration Shell. We have shown that CPMD
simulations provide a first shell €b hydration structure that
is in good agreement with EXAFS measurements, even if the
theoreticab(r) distributions are slightly wider and shifted toward
longer distances. No box size effects were observed on the first
hydration shell properties, because the CPMD-32 and CPMD-

y@ contributions, and the MS signals associated with the 3 linear 64 results are very similatonly angular distributions are slightly

and 12 orthogonal ©ion—0 configurations. The reminder of
the figures shows the total theoretical contributions, in com-

better using the larger box. Note that to obtain correct informa-
tion on the first hydration shell qualitatively, the computationally

parison with the experimental spectra and the resulting residualsless-expensive CaiParrinello setup with 32 water molecules

As expected, the dominant contribution to the total EXAFS
signal is given by the ionrO first shell signal and, as a
consequence, the EXAFS structural information is particularly
accurate only for the shape of the 6@ g(r) distribution first
peaks. The amplitude of both the €bl two-body and MS
contributions is below that of the residual curve. Overall, the

seems to be sufficient. Classical simulations, using an effective
two-body metal-water potential, are able to provide better results,
albeit preliminary accurate ab initio potential energy calculations
are necessary. Nevertheless, CPMD simulations that have been
performed using a BLYP DFT functional are able to reproduce
these structural parameters quite well. Moreover, by recalculat-

calculated EXAFS spectra match the experimental data reasoning the EXAFS signal from the CPMIQ(r) distributions, we

ably well in both cases, witlR values of 0.721x 1076 and

obtain results that are very similar to the experimental results.

0.707 x 1076 for CPMD-32 and CPMD-64, respectively (see Note that we did not perform any refinement of the theoretical
Appendix for the definition of this index of agreement). The (k) signal calculated from the CPMD data, because the
agreement between the theoretical and experimg(ipasignals background parameters have been taken from previous Works.
shows that the structural and dynamical information derived The good agreement between the simulations and the experi-
from the CP simulations is basically correct and the size of the ments at this fine level of investigations makes the first-principle
box does not affect the behavior of the first hydration shell. approach of CPMD simulations very intriguing, to understand
Note that theR value of the CPMD-64 simulation is only the structure of soft matter around transition-metal cations.
slightly smaller than that of the CPMD-32 simulation. However, some differences were observed, indicating some
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TABLE 1: Hydration Parameters for Co 2" in Aqueous Solution

rco-0® (A) rlCo—Hb (A) 2c0-0% (A) CN-firste CN-seconé Oo—cg—od (O)
CPMD-6 2.14 2.82 6 87,173
CPMD-32 2.12 2.70 4.28 6 13.180.95 89;170
CPMD-64 2.10 2.72 4.10 6 12.481.29 90;175
CLMD-32 2.07 2.76 4.3 6 11.1& 1.54 90;174
CLMD-64 2.07 2.77 4.4 6 11.43 1.43 90;173
CLMD-216 2.07 2.76 4.3 6 11.3+1.28 90;175
CLMD-1000 2.07 2.76 4.3 6 11.481.22 90;174
CLMD-81% 2.08 2.78 4.29 6 12.7 90;174
CLMD-499 2.27 3.0 4.6 5.9 22.7 68;90;173
QM/MM 2.17 2.85 4.6 6 15.9 89;173

aFirst (f1co—0) and secondrgco-o) peak maximum of CeO g(r) (in A). P First peak maximum of GeH g(r) distribution (in A). ¢ Coordination
number of the first (CN-first) and second (CN-second) hydration shBkaks of the @Co—0O angular distribution functiorf. From ref 13." From

ref 50.

TABLE 2: Parameters of the First Peak g(r) Fitted with a
Gamma Distribution Function (See Appendix) Obtained
from CPMD-32 and CPMD-64 Simulations and Compared
with Previously Reported Classical Simulations
(CLMD-819%) and Experimental Data*®

differences. On the other hand, the shortening of the-igo
distances can be due both to the use of the BLYP functional
and to an insufficient equilibration time. In fact, H atoms on
the hexacoordinated water molecules should have a slow
orientational relaxation time (more than tens of picosecthds

Value Thus, our CPMD simulations do not sample these slow
parameter =~ CPMD-32 CPMD-64 CLMD-819  EXAFS dynamics that are associated with the first-shell water molecules
Co—O correctly. Note that the smaller €dd distance is reflected in
Rn (A) 2.15 2.14 2.09 2.092(2) the second peak of the FT gtk)k? signal in Figure 5, which
o? (A?) 0.012 0.015 0.0038 0.0062(5) s only a shoulder for CPMD data, whereas it is well-defined
ﬁ g:g g:g g:g 2883 in the experimental ong.
Co-H 4.2..Second Hydration She_II.To understand the second
Rn (A) 275 275 278 2.78(2) hydration shell structure, aminimum box of 64 Watgr molecules
o2 (R?) 0.023 0.021 0.010 0.010(4) seems to be necessary in CPMD simulations. This means that
B 0.3 0.4 0.0 0.05(9) a bigger computational effort is needed to obtain an accurate
N 12.4 12.5 12.1 12.1(2) description of the second hydration shell. In fact, a unimodal
N . 04 distribution is observed for the CPMD-64 simulation, which is
[ CPMD-32 T  CPMD-64 . at variance with the CPMD-32 simulation. On the other hand,
03 T 1% classical simulations provide the same value of second shell
02~ ml T [ 702 coordination number independently of the box used, probably
01 -+ —0.1 because a larger temporal sampling supplies the lack of
o A e T L ey 1 convergence that is due to the small number of molecules.
03l CIMD-32 1 CLMD-64 - Jos It is worth noting that experimental data on the second
o2l [ I ] Jo2 hydration shell are difficult to obtain at the same level of
r T 1 accuracy as the first hydration shell. Experimental data available
0.1+ - —0.1 . : .
F 1 |h. T IJI Ihl L] in the I|ter§1tgre are very widespread (the numbe.r of water
or DS . L L I O o L A B 1° mqlecules is in the range of 5:14.8 and the CeO distance
03— M1 T 1] 03 is in the range of 4.284.28 A) and probably are strongly
02| | —+ o2 dependent on the experimental conditiéf%,”® where different
o1l 1 JJ_I’ Jou complexes are present and the metal ion also is bound to non-
ol allil, |Wn_| CL Tl |k| 11, solvent ligands (such as, i.e., Gir acetate). The results of our
6 8 10 12014 16 18 6 8 10 12 14 16 18 CPMD simulations, which indicate 12.5 water molecules (on

CN2 CN2
Figure 4. Histograms of water molecules in the second hydration shell
of Co**: (a) CPMD-32, (b) CPMD-64, (c) CLMD-32, (d) CLMD-64,
(e) CLMD-216, and (f) CLMD-1000.

average) in the second coordination shell, are well within the
experimental boundaries and provide a reasonable value for
extreme dilute solutions. Note also that the second peak in the
Co—O g(r) distribution is very broad, providing a location with
possible CPMD approach limitations, which may be overcome g |arge indeterminacy, but still in the correct region (i.e., in the
soon. The functional used, the pure BLYP, can be responsible region proposed from both experimentahd other theoretical

for the longer Ce-O distances and weaker bonds with corre- studie$359. Thus, a more-detailed analysis of the second
sponding broader distributions. Note that the calculated and hydration shell, coupling simulations with other experimental
experimentaly(k)k? signals are almost identical up to 7-A techniques as proposed in the following, seems necessary.
whereas the theoretical curve has a smaller amplitude in the
higher range ok. This is reflected in a different amplitude of
the FT of they(k) signal. These discrepancies are consistent
with the broadening of thg(r) distributions, as determined by
the CPMD simulations previously outlined. However, differ- structure of Cé" by means of CarParrinello molecular
ences between experimental and CPMD signals relatedt®Co  dynamics (CPMD) simulations and extended X-ray absorption
structure are very small and the position of the first peak in FT fine structure (EXAFS) data analysis, based on the multiple-
signal is not very affected. We should note that concentration scattering theory. A detailed comparison between simulations
and counterion effects can be also at the origin of these and experiments was made and structural parameters on the first

5. Conclusions

In the present work, we have investigated the hydration
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Figure 5. Upper panels: EXAFS signal calculated from CPMD-32 (left side) and CPMD-64 (right side) simulations (solid lines) and obtained
from experiments (dotted lines). The residual signals (dasHetted lines) are also shown. Lower panels: the Fourier transforms of the calculated
(solid lines), experimental (dotted lines), and residual (dasketted lines) signals.

hydration shell were discussed in details, providing a good Appendix
agreement between the two independent approaches. In par- EXAFS—CPMD Index of Agreement. The index of agree-

ticular here, for the first time, we have tested the reliability of . .
' ’ t betw t E d Car-P lloo(c
DFT-based molecular dynamics (MD) in reproducing the 81;)[)1 poeints?;c?:ﬁrelgg?en aldy(E5)) and Car-Parrine VD

experimental EXAFS signal and the corresponding first hydra-
tion shell properties. Results are encouraging. Furthermore, the N [0 (E) — (E-)]2

second hydration shell structure was determined from simula- R= expr CPMDY™ 3)
tions. Unfortunately, EXAFS cannot provide information on the ; 02

second hydration shell. In this context, the analysis of the :
XANES region could overcome these limitations and provide

information also on the second hydration shels performed
for Ni2™ using classical simulatior®8.Our work is moving in

whereN is the number of experimental poirisando;? is the
variance associated with each experimental poig(E;). In
Lo - : . most casesyi? can be directly estimated from the experimental
t!’]IS direction, to couple XANES with CaParrinello simula- spectrum and & weighting (withm = 2, 3, ...) results in a
tions. good approximatiofit

Finally, the Cat-Parrinello setup developed here to describe  Gamma Distribution Function. Peak shapes of calculated
Co** in aqueous solutions, together with previously reported Co—0O and Ce-H radial distribution functions (RDFs) are
results on cobattbiomolecule interactions in the gas phdse, modeled with gamma-like distribution curves with a mean
pave the way to study cobalbiomolecular complexes in liquid  distanceRy, a standard deviation, and asymmetry indeg
water. (the third cumulant divided by®) B = 2p~Y2 that can be

gradually varied in a wide range. The general expression is
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calculated exactly:

x(K)
14 A 1/)102 eXpM)lopl/z)
I_
Ao (1- il/)10p71/2) (1- il/)10p71/2)p
(%)

whereAy = A(K,Rn), o = Y(KRm), A1 = dAKr)/ar|=r,, and
w1 = ap(kr)/ar|=r,, and Im indicates the imaginary part.

Im{ A, €'
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